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ABSTRACT 

 

Crowded scene analysis is becoming increasingly popular in 

computer vision field. In this paper, we propose a novel 

approach to analyze motion patterns by clustering the hybrid 

generative-discriminative feature maps using unsupervised 

hierarchical clustering algorithm. The hybrid generative-

discriminative feature maps are derived by posterior 

divergence based on the tracklets which are captured by 

tracking dense points with three effective rules. The feature 

maps effectively associate low-level features with the 

semantical motion patterns by exploiting the hidden 

information in crowded scenes. Motion pattern analyzing is 

implemented in a completely unsupervised way and the 

feature maps are clustered automatically through 

hierarchical clustering algorithm building on the basis of 

graphic model. The experiment results precisely reveal the 

distributions of motion patterns in current crowded videos 

and demonstrate the effectiveness of our approach. 

 

Index Terms—crowded scene analysis, motion pattern, 

tracklet, the hybrid generative-discriminative feature maps, 

automatic clustering  

 

1. INTRODUCTION 

 

Crowded scenes analyzing is recently attracting much 

more attention in computer vision field. It has been an 

important and hot research topic because of its valuable 

potential applications. As shown in Fig.1, a crowded scene 

may include hundreds even thousands of objects, such as 

crowd, fauna, vehicles and so on. Crowded scenes arise 

commonly in our daily life, such as supermarket, high way, 

public meetings, etc. Capturing crowd dynamic is becoming 

increasingly more important and meaningful to scientific 

research and public security. 

With the increase of density and complexity of objects 

and scenes, clearly exploring the situations of crowded scene 

becomes more challenging. Current techniques of visual 

surveillance on crowded level are still immature. In 

summary, the main difficulty in the research about crowded 

scenes is that the effective features from single object are 

very hard to extract because of its small size, low resolution, 

severe occlusions and similar appearance in diverse crowded 

 
Fig. 1  Examples of crowded scenes. 

 

scene. To overcome the difficulty, researchers are exploring 

new techniques according to the specific properties of 

crowded scenes. 

T. Zhao et al. [1] perform human tracking in crowded 

scenes by modeling the human shape and appearance as 

articulated ellipsoids and color histograms respectively. This 

approach is one of the algorithms firstly applied in tracking 

in crowded scenes. The methods proposed in [2, 3] require 

that the scenes where objects are not moving densely and the 

tracking results of objects are available. However, these 

approaches are in absence of ability in dealing with high 

density crowded scenes. 

To conquer the limitations of traditional methods, 

researchers are trying to study new methods based on the 

specialty of crowd scenes. Ali et al. [4] segment coherent 

crowd flows in video segmentation based on Lagrange 

Particle Dynamics. Ali et al. [5, 6] also track pedestrians by 

analyzing floor fields that describe how a pedestrian move 

based on scene-wide constraints. An underlying statistical 

model based on quantized SIFT features is used to capture 

the crowd properties in [7]. The steakline representation and 

potential functions in fluid dynamics are discussed to 

illustrate the crowd movement and detect motion patterns in 

[8]. X. Wang et al. [9] propose an unsupervised learning 

framework to model activities and interactions in crowded 

traffic scenes. C. Wang et al. [10] extract motion features 

based on Motion History Image. Bolei Zhou et al. [11] 

propose a new mixture model of Dynamic Pedestrian-Agents 

to learn the collective behavior patterns of the pedestrians. 

In above related works, motion pattern detection and 

analysis play important and basic role. Under the context of 

crowded analysis, motion pattern refers to a spatial 

segmentation of the scene, within which a high degree of 
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local similarity in speed as well as flow direction exist but 

otherwise outside [12]. Motion patterns not only describe 

the segmentation in the spatial space, but also reflect the 

motion tendency in a period. It can present the tendency of 

the crowd motion at a semantic level. 

In this paper, we propose a novel approach to analyze 

motion patterns in dynamical crowded scenes based on the 

hybrid generative-discriminative feature maps. We make the 

following contributions: 1) Tracklets are collected by 

tracking dense feature points under three rules from the 

video of crowded scenes. 2) The hybrid generative-

discriminative feature maps using posterior divergence are 

learned to capture the hidden moving information efficiently. 

3) Dominant motion patterns are analyzed by hierarchical 

automatic clustering approach. We conduct experiment 

evaluations on the proposed approach and achieve 

satisfactory performance.  

The rest of our paper is organized as follows. In section 2, 

3 and 4, the details of our approach are discussed. The 

section 5 presents the experimental evaluations on diverse 

crowded videos. Finally in section 6, we make the 

conclusions. 

 

2. DENSE POINTS TRACKING 

 

Accurate and dense tracking from videos is an important 

requirement for crowded video surveillance. The most 

popular point tracker is Kanade-Lacas-Tomasi Tracker 

(KLT) [13]. However, KLT tracker seems to be unsuitable 

for most crowded scenes. Only a few points could be tracked 

due to the obscure structural features and severe occlusions 

in crowded scenes.  

In crowded scenes, it's hard to track an individual for a 

long period because the inter- and intra-object occlusions 

make the problem suffering from tracking drift. The tracked 

point may be merged into another motion pattern at next 
frame or the optical flow vectors may not be estimated 

correctly, especially at the boundary of the motion. In this 

case, it’s very necessary to terminate the tracking when 

ambiguities caused by occlusion and scene mass arise.  
Inspired by [14, 15, 16, 17], we propose three constraints 

to track the dense points according to the specific properties 

of crowded scenes. We collect tracklets by tracking densely 

sampled points using optical flow fields. A tracklet is a 

fragment of a trajectory during a short period.  

We initialize the points at every pixel in the beginning as 

the flow field is dense. The optical flow field ( , )w u v
t t t
  

is calculated by the classical LK optical flow algorithm. 

Tracklets are obtained under the following three rules: 
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Fig. 2  Tracklets in the video of airport scene. 

(a)(b) Original images. (c)(d) Trajectories by KLT tracker.  

(e)(f) Tracklets by our method. 
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In equation (1), M denotes the median kernel, ( , )x y
t t

 is 

the rounded position of point ( , )x y
t t

.Each point at frame t is 

tracked forward to the frame t+1 by median filtering in a 

dense optical flow field. Global smoothness constraints M 

are employed among the points propagation, which is more 

robust than bilinear interpolation in [14], especially for 

points near motion boundaries. 

In equation (2), ˆ ˆ ˆ( , )w u v  denotes the flow from frame t+1 

back to t. In a non-occlusion situation, the backwrad flow 

vector should keep in accordance with the inverse direction 

of the forward flow vectors. A tolerance interval 
2 2

1 1
ˆ( )w w   is allowed to increase linearly with the 

magnitude of flow vector.  

In equation (3), u and v describe the divergence of the 

optical flow vector. In a non-occlusion situation, the 

divergence at one point should be similar to that of the 

surrounding. The third rule is proposed to stop the tracking 

to avoid a point drifts to the side of another motion 

boundary and mixes into different motions. 

The tracklets with the three rules above have better quality 

than KLT tracker. The length of the tracklets is always short, 

but more reliable to reflect the ground truth of the crowd 

motion. This helps to improve the performance of seeking 

more effective motion information. Fig.2 shows the tracklets 

in crowded airport. Obviously, the trajectories obtained by 

KLT tracker in Fig.2(c)-(d) are sparse, and the noise caused 

by tiny disturbance accumulated gradually at the top of the 

image. Benefitting from our rules, the dense points can be 

tracked robustly, and the noise is greatly reduced. 
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3. HYBRID GENERATIVE-DISCRIMINATIVE 

FEATURE MAPS 

 

The tracklets discussed above are variable-length sequences, 

and the points on tracklets are four-dimensional vectors 

including the location and velocity in horizontal and vertical 

directions. These low-level features are insufficient to 

describe samples directly.  

  Motion pattern presents the tendency of the crowd motion 

at a semantic level. So high-level semantic information 

based on tracklets should be derived to present motion 

patterns. We employ Posterior Divergence to mine the high-

level semantic information. 

 Posterior Divergence [18, 19] is a hybrid scheme deriving 

feature mapping. It is an effective algorithm to derive 

explicit feature mapping from generative models, which 

captures discriminative information from samples by fully 

exploiting hidden variables.  

  For each tracklet, we train a HMM. The vectors on a 

tracklet are quantized into binary vectors according to the 

moving direction of each point. And then each tracklet is 

translated into a set of binary vectors. 

Let 1

t

Mq  and 1

t

Ny  denote the hidden state (M probable 

state) and output state (N probable state), parameters 

,  ,  M M M NA B   be the initial state probability, transition 

probability and output probability. The model parameters 

( , , )A B   can be learned by the Baum-Welch algorithm 

[20]. The free energy function of HMM is expressed as 

following: 
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  The approximate distributions 0{ ( , , , )}i

i i j i jQ q q q q y g is 

estimated based on the model  , 
i jq q and 

i jq y  can be 

viewed as two sets to variables. The feature map 
c  is 

derived as following: 
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The features maps are not visual features in the scenes, 

but are abstract ones with the fixed length. The feature maps 

effectively associate low-level features with the semantical 

motion patterns by exploiting the hidden information in 

crowded scenes. The feature maps both ensure the integrity 

of the features, and fully include the discriminating capacity. 

And also they can be straightforwardly worked for clustering 

scheme in analyzing phase efficiently. This greatly improves 

the performance of motion pattern analyzing. 

4. MOTION PATTERN ANALYZING 

 

According to the Gestalt theory of human visual perception, 

the main factors used in grouping are proximity, similarity, 

closure, simplicity and common fate [21]. According to this 

definition, "Motion pattern" in our research means the 

spatial-temporal tendency discrimination in a video. In this 

section, we cluster the feature maps with implicit motion 

information to analyze the motion patterns.  

A novel hierarchical clustering method base on graphic 

model techniques is extended to our research. The algorithm 

makes clustering automatically without pre-defined number 

of clusters, and is effective for large size of data set [22]. 

 This algorithm considers the cluster problem as a node-

labeling processing on graphs. The procedure of clustering 

is constructed as the authority seeking on graph. The 

authority-shift procedure as following is performed 

iteratively for each Personalized Page Rank score (PPR) 

propagation until the n order PPR converges.  

( ) ( ( ))1 i PPR iPPR PPRn n                                    (6) 

( ) argmax ( )i iAuth PPRnn                                      (7) 

In our paper, a feature map is constructed as a vertex. The 

links between vertices reflect the relationship between 

feature maps. The weight reflects the similarity between the 

feature maps. This process is similar to mode-seeking in the 

mean-shift algorithm. But the difference is that the authority-

shift only needs to be formulated once per node without 

special stopping rule. 

 

5. EXPERIMENT 

 

To test our approach on analyzing motion patterns in 

dynamic crowded scenes, we conduct experiments on typical 

videos in UCF_Crowds dataset, which are usually used to 

evaluate the performance of the algorithm about crowded 

scenes analysis. And we also implement experiments in our 

SJTU_Crowds dataset. We compare our approach with the 

state-of-the-art approach in [8].  

The UCF_Crowds dataset is constructed by the University 

of Central Florida. The dataset contains videos of crowds， 

high density of moving vehicles, bio-cells under 

microscopes.  

The SJTU_Crowds dataset is designed to facilitate the 

research about crowd analysis. We collect the dataset in a 

square of Shanghai Jiao Tong University campus. This 

dataset is different from the UCF_Crowds dataset in 

densities, motions, scenes, and so on. We will public this 

SJTU_Crowds dataset later. 

The experimental results are shown in Fig.3 and Fig.4. A 

video in a large market with complex and high density 

crowd is described in Fig.3 (a). Thousands of people are 

moving in the market. The individuals can’t be discriminated 

due to the similar appearance, extremely occlusion with 

small size. In this case, it’s difficult and also unnecessary to  
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Fig.3 The results of videos. (a) Market. (b) Crossroad.  

(c)(d) Tracklets. (e)(f) Motion patterns. 

 

distinguish individuals. The tracklets shown in Fig.3 (c) 

capture the persistent motion information. Two dominant 

motion patterns are detected marked in different color in 

Fig.3 (e). Another scene with the individuals crossing at the 

crossroad is shown in Fig.3 (b). The individuals are tracked 

in Fig.3 (d), and the two dominant motion patterns with 

opposite directions are detected successfully.  

The videos of two and five queues are shown in Fig. 4. As 

can be seen from the results, the tracklets reflect the reliable 

movement information of the queues in Fig.4 (c) and (d). It 

seems difficult to detect motion patterns while individuals in 

different queues move close to others. However, the motion 

patterns are detected precisely in Fig.4 (e) and (f) by our 

method.  

In order to evaluate the performance of our algorithm, we 

select six typical videos on both datasets. We compare our 

results with the ground truth and the state-of-the-art method. 

The ground truth is manually marked from the videos. The 

comparisons about the number of dominant motion pattern 

detected by different methods are shown in Fig.5 and Fig.6. 

From the comparisons, we can see that the results of our 

method are accordant with the ground truth in most cases. 

The advantages of our method are significant. One major 

reason is that the tracklets can extract the valuable motion 

motion information, and then the feature maps also reflect 

the reliable and discriminative implicit motion information   

 

 
Fig.5  The performance evaluation on UCF_Crowds dataset.  

 
Fig.4 The results of videos. (a) Two queues. (b) Five queues. 

(c)(d) Tracklets. (e)(f) Motion patterns.  

 

with fixed length. And the feature maps can be 

straightforwardly worked for clustering scheme in analyzing 

phase efficiently.  

 

6. CONCLUSION 

In this paper, we propose an unsupervised method to analyze 

motion patterns in dynamic crowded scenes. We track dense 

points under three rules through LK optical flow algorithm. 

And then the motion patterns are analyzed by the automatic 

hierarchical clustering algorithm with feature maps derived 

by hybrid generative-discriminative scheme. The 

experiments are conducted on some challenging videos in 

UCF_Crowds dataset and our SJTU_Crowds dataset. The 

results precisely reveal the distributions of motion patterns 

in current crowded videos and demonstrate the effectiveness 

of our approach. 

We plan to investigate more effective features about the 

crowd, and further use this research for scene understanding 

in crowded scenes. 
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Fig.6  The performance evaluation on SJTU_Crowds dataset.  
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